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ABSTRACT 

 
The raster scan technique is used for large optics damage tests and laser conditioning. We show that the 
�effective area� concept enables the possibility to compare various scanning schemes and to use raster scan 
experiments for NIF optics damage prediction. It is shown that the hexagonal lattice of laser beam imprints 
yields optimal use of each shot for most of the typically used parameters. The effects of beam fluence 
fluctuations and pointing inaccuracies on experiments are evaluated.  To analyze raster scan conditioning 
experiments, we introduce the concept of �effective dose�, i.e. total dose averaged over a unit cell of the 
scan lattice. This allows various scanning schemes to be compared quantitatively. 
  

INTRODUCTION 
 
The high quality UV optics which will be used in high power laser systems such as NIF and LMJ are 
expected to have as little as one damaging defect per 100 cm2 at operating fluences [1]. To have reliable 
characterization of damage susceptibility of such optics, an area of a few hundreds cm2 must be tested. 
Even after NIF and LMJ are completed, their shots will be too valuable to use for damage testing. The 
natural way to test a large optic is to scan it with a small, high repetition rate beam. Most available lasers 
for scan experiments have a Gaussian beamshape. 
 
To relate results of tests with small Gaussian beams to expected results for flat top large beams, some 
assumptions must be made. For damage tests, we usually ignore any effect of conditioning. Some 
conditioning [1] can take place at high fluences F>10 J/cm2 and this situation must be taken into account. It 
is assumed that the damage density at a point is a function of the maximum fluence observed at this point 
over the number of shots in the test. This assumption is reasonably adequate for fused silica, but 
questionable for KDP where conditioning is a strong effect [3].  
 
A second typical assumption is the Weibull distribution (power law) for damage density c(F)~Fm. Here c(F) 
is the density of damage sites produced by irradiation with fluence up to F. The Weibull index m for 
surface damage in fused silica is typically large, m~5-10.  It should be noted that this assumption is not 
strictly necessary and has been adopted mainly because of scarcity of data.  If damage tests are carried out 
at a number of test fluences with all conditions being held constant (particularly overlap spacing), then 
more general distributions can be derived from the measurements. 
 
In raster scanning, the goal is to irradiate a large area with a small laser beam. The beam imprints form a 
scan lattice covering the plane. The way to relate this variable intensity lattice structure to flat top beam 
irradiation is the calculation of the effective beam area [2]. That is, the variable fluence exposure is 
equivalent to a flat top irradiation of the same peak fluence over a fraction of the total area. Calculations of 
effective area for different scan patterns in damage tests will be discussed in the first part of the paper. 
 
Actual test beams exhibit intensity and pointing fluctuations.  We consider the effects of fluence fluctu-
ations and pointing accuracy on raster scan experiments in the second section. 
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DKDP and KDP damage experiments clearly demonstrate a strong conditioning effect [3,4].  Preliminary  
irradiation of the sample by increasing the fluence of UV pulses results in a substantial increase of the 
subsequent damage threshold.  Thus, the history of laser exposure is important. For experiments on 
conditioning, we assume that the important parameter is dose, i.e. the integral fluence at some point. Within 
an elementary cell of the raster lattice, the irradiation dose is due not only to the beam centered in the cell, 
but also to nearby neighbors. For experiments with large beam overlap, the input of many neighbors is 
important. To compare experiments made under different conditions, we will calculate the dose averaged 
over the elementary cell as a function of the overlap fraction f. It is not clear that the dose is the sole 
important parameter for conditioning, but comparison of results of experiments with known doses can, at 
least, test this hypothesis. 
 
It is desirable to have a numerical measure to compare different raster scan patterns. The ratio of minimum 
to peak fluence in a scan lattice cell can be used as a measure of variability [5]. This approach is simple and 
useful, but it takes into account neither the spatial distribution of intensity inside the cell nor the specific 
experimental setup. Damage experiments in fused silica are very sensitive to any local field maxima, and 
conditioning experiments are sensitive to the integrated dose We originally introduced the concept of 
�effective area� [2] to quantitatively measure the relative effectiveness of flat top and non-flat top beams in 
illuminating a sample in damage tests.  This same definition is used in the present paper. The concept of 
effective area provides the means to compare different scan schemes and to select the most efficient one 
with respect to use of sample area. In the same way, the dose defined in the present work allows 
comparison of Gaussian beam scan conditioning experiments with ideal, flat top beam conditioning.  
 
In the conclusion, we summarize our results, and discuss the limits of the assumptions made. 
 
 

1. THE LATTICE OF BEAM IMPRINTS AND EFFECTIVE AREA 
 
Small beam raster scanning produces an array of beam imprints covering the plane with a periodic lattice.  
Consider first the simple square lattice shown in Fig.1. The beam centers are spaced by distance 2a in both 
the vertical and horizontal directions.  For the Gaussian beam 
 

 F = F0e
−

r2

b2

         (1.1) 
 
it is convenient to relate lattice spacing a to the overlap fraction f and Gaussian beam radius b via 
a = b ln(1/ f ) . For example, f=0.9 means that the beams overlap at 90% of peak fluence F0. In this 
case, a=0.325 b. The Gaussian beam has maximum fluence F0 only at the beam center.  
 
To relate the damage produced by raster scanning to that produced by a flat top beam, we will assume that 
the density of defect c(F) has the Weibull distribution. 
 
 c F( ) = dFm

         (1.2) 
with d being a constant. Typically, the Weibull index is large, m>5.  
A flat top beam with fluence F0 and area S produces c(F0) S damage sites. The Gaussian beam produces 
 
 
 ∫ ≡ eff0 S)F(cdxdy)F(c         (1.3) 
 
damage sites. Here F0 is the peak fluence and the integral is over a unit cell, of area S, centered on a beam, 
so that this single beam provides the peak fluence for every point in the cell. Such cells are called Wigner-
Seitz cells in condensed matter physics. The expression (1.3) defines the effective area Seff , i.e., the 
fraction of the area S effectively illuminated by the Gaussian beam. 
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Fig.1: Square array of beam imprints. Dots signify 
beam centers. The distance between the centers is 
2a in both the vertical and horizontal directions. 
Within each square unit (Wigner-Seitz) cell, every 
point gets its maximum fluence from the beam at its 
center. 

Fig.2: The spatial pattern of fluence produced by 
raster scan for a square lattice.  One sees the square 
unit cells. 

 
For an isolated Gaussian beam given by (1.1) 
 

 Seff = πb2

m
 

The meaning of this result is that the area one would expect for a Gaussian, πb2, is reduced since the 
Gaussian 1/e radius of Fm is reduced from the radius b of F by a factor of √m. 
 
We can easily carry out the calculation of effective area given by Eq.(1.3) for the square lattice of Fig.(1). 
The calculated effective area for this case is given by [2]. 
 

 
Seff

S
=

π
4

Erf (u)
u

 
 

 
 

2

;     with   u = m ln(1/ f )      (1.4) 

 
Here S=4a2 is the area of the elementary cell. The expression (1.4) indicates the fraction of the sample, 
which is effectively used in a raster scan experiment. The dependence of Seff/S on overlap f for different 
Weibull indices m is shown in Fig.3. One sees that the curve is steeper for higher m so that small pointing 
(overlap) errors will result in larger variations of effective area, and thus affect damage density estimates, 
for larger m at high overlap. 
 
It is natural to ask if another scan pattern has a higher effective area and thus uses the scanned area more 
efficiently.  Besides the square lattice, we may consider rectangular, parallelogram and hexagonal lattices 
as candidates. It is easy to check that the most efficient  rectangular lattice is the square one.  
 
Similarly, the parallelogram lattice of equal cell area shown in Fig. 4 can be shown to be analogous to the 
rectangle. That is, maximum use of the scanned area is achieved when the parallelogram has height 2h 
equal to its base 2a when it has the same effective area as the square. The effective area is less for unequal 
height and base. 
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Fig.3: Relative effective area for square scan lattice 
as function of beam overlap f for Weibull indices 5 
and 10. The curve with larger m is steeper. 

Fig.4: The array of beam imprints marking the 
position of the beam centers for a parallelogram 
lattice. The vertical distance between the rows is 2a. 

 
  
Consider now a hexagonal or triangular lattice (Fig.5). The distance between centers in every row is 2a as 
for the square lattice, but the distance between rows is smaller, √3a. The centers of even rows are 
positioned between the centers in odd rows (see Fig.6). The elementary cell is a hexagon. To calculate the 
effective area, the integral in (1.3) must be taken over this hexagon. To calculate this integral, we divide the 
hexagon into its six equilateral triangles. The integral over the triangles is conveniently calculated in polar 
coordinates as follows. 
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Fig.5: The hexagonal lattice. The Wigner-Seitz cell 
used to calculate the effective area is the hexagon, 
with width 2a and height 4a/√3. 

Fig.6: The spatial pattern of fluence produced by 
raster scan for the hexagonal lattice. The Wigner-
Seitz structure is clearly seen. 

 
Consider the representative triangle whose base is vertical. It�s height is a and each side is 2a/√3 in length.  
By symmetry, we need consider only the right triangle making up half the equilateral triangle.  This triangle 
has area S =a2/2√3.  Note that for angle φ, the maximum radius is   rmax(φ) = a/cos(φ).  Then we have 
 



 

∫

∫ ∫

π

π

φ−−φ√=

−φ=

6/

0

22
2eff

6/

0

r

0

22
eff

)])(cos/uexp[  1( d 
u

3 S/S

so

)b/r mexp( r dr d  S
max

       (1.5) 

where u2 = m ln(1/f) as before. 
 
The effective area is determined by the same parameter u as in the case of the square lattice. The plot of 
Seff/S versus u for different Weibull indices is shown in Fig.7. 
 
One sees that the dependence on u is different for square and hexagonal lattices and that the most efficient 
lattice depends on beam overlap f.   The relative difference between the effective areas for square and 
hexagonal lattices as a function of u is shown in Fig.8. More exactly we plot (Seff(hex)-Seff(square))/ 
Seff(square) for equal spacing a. One can see that the hexagonal lattice is more efficient for most typical 
overlaps and Weibull indices. The relative difference can be large for small overlap, the hexagonal lattice 
can use 50% more sample surface than the square lattice does. One must also remember that the hexagonal 
lattice needs 2/√3~1.15 times as many shots to cover the same scan area if the lattice spacing a is the same 
for both. 
 
Effective areas for the square and hexagonal lattices for specific values of m and overlap are given in Table  
2.  
 
 
 m=5, f=0.9 m=5, f =0.5 m=10, f=0.9 M=10, f=0.5 
u 0.478 1.227 0.676 1.735 
Seff/S (square) 0.863 0.439 0.750 0.253 
Seff/S (hex) 0.78 0.49 0.71 0.32 
Table 2: Effective areas for different overlaps and Weibull indices for square and hexagonal lattices 
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Fig.7: The effective area vs. overlap for hexagonal scan 
lattice. The green (lower) curve corresponds to m=10, red 
(upper) to m=5. 

Fig.8 The difference in effective areas between hexagonal and 
square lattices with the same overlaps. The upper curve 
corresponds to m=10, lower to m=5. 
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Fig.9: Measured energy fluctuations in the SOT beam. 
The mean energy is 38.97 mJ, and the rms deviation is 
σ=2.5 mJ. The curve is a normal distribution for these 
values of mean energy and σ (Courtesy of D.Hahn). 
 

Fig.10:  Increase in damage density c(F)/c(F0) as a 
function of rms energy fluctuations ∆F for m=5 and 10. 
 

 
 

2. BEAM ENERGY FLUCTUATIONS. 
 
In our estimates above, we assumed that all shots have the same fluence and their positioning is perfect. 
Actual beam energy fluctuates and the pointing is not perfect. A histogram of the LLNL Small Optic Tester 
(SOT) laser energy distribution in a 4000 shots series is shown in Fig.9. These fluctuations produce 
uncertainty in the determination of damage density. If P(F) is the probability to have a shot with fluence F, 
the observed damage density is given by the expression 
 
 c(< F >) = P(F )c(F)dF∫        (2.1) 
 
Here c(F)~Fm  is the damage density introduced above. The damage density for the normal distribution 
(Gaussian) fit and actual distributions are given in Table 3 normalized by the density corresponding to the 
mean fluence.  
 
 Flat-top Normal distribution Actual distribution 
m=5 1 1.021 1.155 
m=10 1 1.095 1.544 
 
Table 3: Relative damage density for flattop Gaussian and actual fluence distributions. 
Mean energy is 38.97 mJ, σ= 2.5 mJ. 
 
We see that the energy fluctuations result in an overestimate of damage density compared to a constant 
fluence beam.  For the normal probability distribution 
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and Weibull defect density the integral (2.1) can be evaluated by the method of steepest descent [2] and  the 
expected damage density are given by the expression: 
 

 c(F) = c(F0 )
4b2

4b2 + 2m
Exp[

m2

4b2 + 2m
]    (2.3) 

 
Here c(F0) is the damage density for a flat top beam with fluence F0, m is the Weibull index, b= F0/∆F is the 
inverse of the temporal �contrast�, and ∆F is the rms distribution width. Fluctuations are tolerable when 
they change c(F) less than 2 times. The increase in damage density as a function of ∆F/F0 is shown in 
Fig.10. One can see that for temporal contrast smaller than 30%, the effect of fluctuations on damage 
density determination is minor. Let us note that this single shot result is very different from estimates of the 
effect on optics lifetime of spatial energy fluctuations [6]. The wandering of hot spots in the beam 
eventually produces a situation where every point is irradiated by the maximum possible fluence, and even 
a small beam contrast increase can greatly increase the amount of damage over many shots. 
 
 

3. BEAM POINTING FLUCTUATIONS 
 

Consider now fluctuations in beam pointing which lead to beam wander about the intended target at the 
center of  the elementary cell. For simplicity we consider the square lattice only. We assume the mean 
displacement is small in comparison with the cell size a. For the square lattice, the effective area for a 
beam displaced by x and y from the cell center in the horizontal and vertical directions, respectively, is 
given by 
 
Seff

S
= π

16u2 Erf[u(1 + x
a
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a
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           (3.1) 
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Fig.11 SOT beam wandering. Beam radius b=300µm, 
maximal deviation r =110 µm, rms deviation σ = 20 µm 

 
 

Fig.12 Variation of effective area as a function of overlap 
for σ / b=0.2  

 
For small displacements, after expansion and averaging over the distribution of displacements we have  
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where <x2 + y2> indicates the mean square displacement.  One sees that beam wandering always decreases 
the effective area, hence leads to an underestimate of the defect density if wander is not taken into account 
in a damage experiment. The effect of pointing fluctuations is determined by the mean square 
displacement. This value is independent of details of the distribution function and can be directly measured 
in experiments, e.g. with burn paper. For the SOT laser, the measured value √<r2> is about 20 µm for beam 
radius ~300 µm . As a result, the variation of effective area due to beam wandering is less then 1% 
according to equation (3.2). 
 
The variation of effective area with overlap is shown in Fig.12 for fixed level of beam wander σ/b=0.2.  
We conclude that beam wander is more important for large overlap. For small wander, i.e. σ/b<<1, the 
variation of effective area is small for typical experimental parameters. 
 

4. DKDP CONDITIONING AND EFFECTIVE DOSE 
 
Unlike fused silica, surface damage measurements in DKDP are complicated by the requirement for laser 
conditioning to prevent unacceptable levels of bulk damage at NIF fluences. Unfortunately, we do not have 
a reliable theoretical description of DKDP conditioning, or even a qualitative understanding of the process. 
We can assume, however, that conditioning is the result of annealing of some absorbing centers. In this 
case, it is natural to assume that the degree of conditioning will be determined, in part, by the total energy 
dose irradiating a given point. The dose accumulates the effects of all shots that hit a given point. In 
practice, conditioning fluences must be low enough not to damage the sample and high enough to have an 
effect. For example, there may be an activation energy. Below, we calculate the sensitivity of the dose to 
beam overlap f., disregarding any restrictions on fluence and the influence of shot history.  For illustration, 
we consider the square lattice only.  Various conditioning schemes are discussed in [5, 7]. 
 
The total relative dose D, for a Gaussian beam with peak fluence F0  and radius b on a square lattice of 
spacing 2a, relative to a flat-top beam of peak fluence F0, can be calculated as follow 
 

 D =
F(x,y)dxdy∫

4a2F0

= e
−

x− 2sa( )2 + y− 2 pa( )2

b2

p= −∞

∞

∑ dxdy
s= −∞

∞

∑
− a

a

∫
−a

a

∫    (4.1) 

 
The sums over s and p include the contributions of neighboring cells. Integration is over the elementary 
cell. Physically, D denotes the number of shots with a flat top beam with fluence F0 needed to get the same 
dose. Integration over x and y can be completed independently and we find 
 

D =
π

16u2
Erf (u(1 − 2s)) + Erf (u(1 + 2s))( )

p= −∞

∞

∑
s= −∞

∞

∑ Erf (u(1 − 2p)) + Erf (u(1+ 2p))( )

where    u = ln(1/ f )

 

The single term with s=p=0, the contribution of the central beam, is just the result (3.1) for m =1.  Due to 
the even symmetry  in s and p, we can write the summation over positive s and p values only: 
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Truncating the sum at some finite N we have 
 



 

Erfu + (
s=1

N

∑ Erf (u(2s + 1)) − Erf (u(2s −1))) = Erf (2N +1)u  (4.2) 

 
For large N, Erf(2Nu) ~  1 and for the dose we find 
 
 

 
24u

D π=          (4.3) 

 
A plot of the relative dose D, as a function of beam overlap f is given in Fig.13. 
 
The result (4.3) allows estimation of the number of neighboring beams that contribute significantly for 
conditioning.  Erf(x) is close to 1 at x~1 with accuracy~20%. Hence, the number of important neighbors is 
N~1/2u.  For overlap f=0.9, N~2 and the total number of participating neighbors is~13. The total relative 
dose D=8.2 in this case. 
 
A planned experiment on DKDP conditioning with the excimer laser employs a highly elongated shape, 
with a near Gaussian profile in the transverse direction.[5]. The sample will be scanned by the laser beam 
with velocity v perpendicular to the long axis, providing a gradual increase in incident fluence desirable for 
conditioning. This situation is a near one-dimensional analog of the scheme discussed above. The distance 
between the beam centers is determined by the scan velocity v and repetition rate p: 
    
 2a=v/p.         (4.4) 
 
 
 

 Fig.13: Relative dose as function of beam overlap fraction 
f for square lattice. 

 
The calculation of the dose is similar to that presented above and gives 
 

 D = π
2u

         (4.5) 

 
where a in the expression for u is now determined by (4.4). We emphasize that, due to geometrical reasons, 
the dose in the one-dimensional case is less sensitive to overlap. 
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5.  CONCLUSION 
  
Raster scan accelerated testing can be used to predict damage levels of large optics. Relating the results of 
scanning with a Gaussian beam to expected results for a flat top beam uses the effective area concept which 
indicates the equivalent flat top illuminated area. Different scanning schemes were considered. We 
demonstrated that for scans with fixed overlap and high Weibull index, the hexagonal lattice usually 
provides more efficient use of the sample (larger relative effective area) than the square lattice does. In our 
calculations, we assumed the Weibull model (power law) for the damage density as a function of fluence. 
This assumption is common for interpretation of our damage experiments, but extrapolation to fluence 
ranges not tested may not be reliable. The power law assumption is convenient, but not necessary. As long 
as the damage density  distribution is of form c= g(F/<F>), and several experiments are carried out under 
the same conditions (overlap, etc), then the shape and scale can be determined separately. Here g(x) is an 
arbitrary function.  
 
We assume implicitly a uniform distribution of defects over the optic.  This is not necessarily true, of 
course, but no strong evidence to the contrary has come to light. 
 
We showed that test beam fluence fluctuations are not a large problem for raster scanning. If the rms 
fluence variation is less than 10% of the mean fluence, these fluctuations do not substantially affect 
measurements of damage density, even for high Weibull indices. 
 
We demonstrated that pointing fluctuations reduce the effective area, and the apparent damage density if 
not taken into account. The effect is most pronounced for scans with high overlap. But, for pointing 
fluctuations small in comparison with the beam radius, beam wandering is not  dangerous. 
 
For conditioning experiments, the important process parameter is not the maximum fluence at some point, 
but, rather, the total dose of irradiation. To characterize conditioning, we introduced the effective dose, i.e. 
the dose averaged over an elementary cell. As a result, we can now compare experiments done with 
different scanning schemes and laser parameters. Specifically, it should be possible to check the hypothesis 
that conditioning is largely determined by the irradiation dose. 
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